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Abstract
Mathematical decision-making abilities are mathematical information processing through risk evaluation and investigation of various possibilities and perspectives. However, the evaluation of mathematical decision-making abilities is still limited to high, medium, and a low level based on test scores and is not predictive naturally. The purpose of this study is to identify the parameter k in the k-nearest neighbor technique, which serves as the nearest-neighbor value determining the mathematical decision-making abilities of students to be predicted. The process of data exploration to prediction is employed by the data mining approach with the k-Nearest Neighbor method. A total of 65 first-year students taking Calculus I included as research samples. The research results show that a parameter value of k=15 is better at predicting the closeness of the mathematical decision-making with an accuracy of 93.33%, associated with the excellent category. The parameter value representing the closeness of the decision-making abilities level among students serves as a reference for teacher predictions to categorize students and create diversified teaching materials.
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Abstrak
Kemampuan pengambilan keputusan matematis merupakan pemrosesan informasi secara matematis melalui evaluasi risiko dan penelitian berbagai kemungkinan dan sudut pandang. Namun, evaluasi kemampuan pengambilan keputusan matematis masih terbatas pada level tinggi, sedang dan rendah berdasarkan nilai tes, tidak bersifat prediktif. Penelitian ini bertujuan mengidentifikasi nilai parameter k dengan teknik k-nearest neighbor yang berperan sebagai nilai ketetangga terdekat dari kemampuan pengambilan keputusan matematis. Proses eksplorasi data hingga prediksi dilakukan menggunakan pendekatan data mining dengan metode k-Nearest Neighbor. Sebanyak 65 mahasiswa tahun pertama yang mengikuti Kalkulus I sebagai sampel penelitian. Hasil penelitian menunjukkan nilai parameter k=15 yang lebih mampu memprediksi kedekatan tingkat kemampuan pengambilan keputusan matematis dengan akurasi 93,33%, termasuk pada kategori excellent. Nilai parameter tersebut menjadi acuan prediksi pengajar untuk mengkategorikan mahasiswa dan membuat diversifikasi bahan ajar.

Kata Kunci: Data Mining Pendidikan; Metode Prediksi; Nearest Neighbor; Nilai Parameter K; Pengambilan Keputusan Matematis.
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Introduction

In education, especially mathematics education, mathematical decision-making ability is a new study of collaboration in the fields of education, psychology and artificial intelligence. This research was initiated by the field of psychology related to cognitive process theory and practically dominated by the IT field to design and identify an intelligent system. The cognitive workflow of decision-making in the IT field is in line with the problem-solving work process in mathematics education. This motivation is the background for the assessment of decision-making abilities in the field of education.

In general, it is assumed that decision-making ability is an interaction and processing of information from higher-order thinking processes that involve selecting alternative options, evaluating risks and consequences depending on what one believed, what one desired and what one known. The purpose of developing students’ decision-making ability is to provide techniques in making, analyzing and evaluating a decision from the complexity of the problem and as an experience that will be implemented in real life decision making. The search for mathematical decision-making abilities is still limited to high, medium and low levels based on test scores thus other potentials that can optimize the emergence of mathematical decision-making abilities are not visible. Thus, a new method is needed to classify mathematical decision making involving all possible factors.

---

The developing process of the prospective mathematical decision-making abilities accomplished through the provision of actions according to the measured ability indicators\(^5\). It begins with an exploration of the level of mathematical decision-making ability as a basis for consideration in planning actions. However, to this point this level of ability is still limited to the high, moderate and low categories. The category of such ability levels inadequate as a standard reference in giving consideration\(^6\). It is requisite to make explorations especially prediction matter thus teachers can obtain initial references to determine the steps for developing and optimizing students' abilities at each level in the following years\(^7\). Therefore, predictive classification is an imperative step that teachers need to take as a reference in planning learning.

Classification is a process of finding a model that describes a concept or data class with the aim of estimating the class of an object whose label is unknown. The model can be in the form of 'if-then' implication rules, decision trees, mathematical formulas or neural networks\(^8\). The Nearest Neighbor approach is an object classification method based on the closest distance learning data to the object\(^9\).

The \(k\)-nearest neighbor \((k\text{-NN})\) technique is a classification method that aims to find new patterns in the data by connecting existing data patterns with new data. In the classification process, this technique uses neighboring classification as the predictive value of the new test sample\(^{10}\). The distance used is the Euclidean Distance, which is the distance that is most commonly used in numerical data. Euclidean Distance is defined as follows:


\[
dist(x_1, x_2) = \sqrt{\sum_{i=1}^{n} (x_{1i} - x_{2i})^2}
\]

Where:
- \( \dist(x_1, x_2) \) = Distance between objects \( x_{1i} \) and \( x_{2i} \)
- \( x_{1i} \) = Testing data
- \( x_{2i} \) = Training data
- \( n \) = Data dimension

Several justifications for the utilization of the \( k \)-NN technique as a choice of classification technique in the field of educational data mining include: (1) its non-parametric category, thereby eliminating the need for assumptions about data distribution and enabling the handling of complex and nonlinear data; (2) its relative simplicity and ease of understanding\(^{11}\); (3) the ability of the \( k \)-NN technique to be extended to multiclass classification without additional modifications; (4) its flexibility and adaptability, allowing the \( k \)-NN model to be immediately adjusted when new data is added\(^{12}\).

Classification and prediction using the \( k \)-NN technique have been widely utilized, particularly in the healthcare sector over the past five years, such as predicting the risk of heart disease based on medical data and patient hereditary factors\(^{13}\), identifying high-risk behaviors for diabetes\(^{14}\), and detecting possible symptoms of brain tumors\(^{15}\). Furthermore, in the field of education, the use of \( k \)-NN is also prevalent, such as behavior identification.


through voice recognition 16, university enrollment prediction 17, and personalized learning analysis 18.

Despite several studies implementing the k-NN technique, there has been no research focusing on identifying the parameter value k as the nearest neighbor value for the predicted mathematical decision-making abilities. Therefore, this study could provide a methodological contribution, particularly in the field of mathematics education, to evaluate the progress of students' mathematical abilities.

The use of this method is expected to know the distribution of classification and patterns of decision-making ability of the supporting factors. Specifically, the classification distribution of students' mathematical decision-making abilities is expected to support the research objective of predicting student categories based on the closeness of their ability levels.

**Method**

This study emphasizes the identification of the k parameter value used as the basis for prediction in the k-NN technique, where a student has the same mathematical decision-making ability as nearby students up to k. Thus, when new data emerges, it can be predicted which group of mathematical decision-making abilities the data belongs to based on its proximity parameter value (k value).

This research method uses quantitative approach and data mining techniques with the k-NN classification model. The research steps with the k-NN technique in it are as follows:

1. **Data preparation**
   The activities carried out at the data preparation stage are (a) fixation of the instrument (the mathematical decision-making ability test consists of 7 questions) and (b) data collection.

2. **Data processing**
   The activities completed in the data processing process are (a) preprocessing aims to check the data whether there is duplication or not, cleaning the data whether it is complete or not, and selecting the data

---


according to the needs of the analysis; and (b) data transformation aims to convert data based on categories into ordinal data.

3. Mining and analysis

The processing data used $k$-NN technique assisted by the RapidMiner software to test the most ideal $k$ value (number of nearest neighbors) measuring the distance of the testing data from the training data. Considerations for using the RapidMiner application as a data analysis tool in the research include its user-friendly operational features, availability of visualization tools for easy data pattern comprehension, ability to handle large volumes of data quickly and efficiently, and flexibility to customize the analysis workflow according to research goals and needs.

The subjects participating in this study are based on the scope of the research goal, which is to identify the closest neighborhood values of mathematical decision-making abilities of first-year students at Universitas Serang Raya through the $k$-NN technique. Within the framework of $k$-NN analysis, the role of the sample size is significant as a consideration in making accurate predictions and constructing reliable analytical models. A larger sample size can enhance accuracy and reduce research bias 19. Given that the number of first-year students at Universitas Serang Raya in the mathematics education and engineering programs studying Calculus is 65 students, the sample for this study is determined to be 65 students, considering the research goal and the Convenience Sampling technique 20.

Results and Discussion

1. Data preparation

The data taken are 65 data on students' mathematical decision-making abilities in the Calculus I course on Limit Functions with indicators as presented in the Table 1.

---


Table 1. Indicators questions of mathematical decision making ability

<table>
<thead>
<tr>
<th>Ability</th>
<th>Indicators</th>
<th>Questions' Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision-</td>
<td>B1.1 Finding for alternative solutions of the</td>
<td>1</td>
</tr>
<tr>
<td>making</td>
<td>limit value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B1.2 Developing alternative solutions of the</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>limit value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B1.3 Analyzing alternative solutions of the limit</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B2.1 Selecting the best alternative from</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>solutions of the limit value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B2.2 Applying the chosen alternative in solving</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>the limit value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B2.3 Evaluating the application of alternative</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>solutions of the limit value of a function ( f(x) ) at point ( c )</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. informs the types of questions given to students to assess their mathematical decision-making abilities, particularly in the chapter on Function Limits, corresponding to its indicators. The mathematical decision-making ability instrument consists of 6 questions according to the indicators of decision-making abilities that have been validated and declared conceivable applied to collect data.

2. Data processing

A number of 65 data on students’ mathematical decision-making abilities have been collected, and then prepared to enter the mining process. From the data collection, the dataset is obtained as attached in the following Table 2. The table describes students’ achievement for each decision-making abilities indicator with a total score in the right column.

---


### Table 2. Example of research dataset

<table>
<thead>
<tr>
<th>No</th>
<th>Students</th>
<th>Design/Hypothesizing</th>
<th>Choice/Brainstorming</th>
<th>Score</th>
<th>Categories Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>B1.1</td>
<td>B1.2</td>
<td>B1.3</td>
<td>B2.1</td>
</tr>
<tr>
<td>1</td>
<td>S1</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>S2</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>S3</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>S4</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>S5</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

The example dataset in Table 2 illustrates the level of students' mathematical decision-making abilities based on their answers to questions per indicator and the overall score attainment. Furthermore, the data in the form of categories is changed into ordinal form for data standardization. The categories of low, moderate and high mathematical decision-making abilities are then written 1, 2 and 3. Changes in the dataset are shown in the table below.

### Table 3. Example of ordinal form dataset

<table>
<thead>
<tr>
<th>No</th>
<th>Students</th>
<th>Design/Hypothesizing</th>
<th>Choice/Brainstorming</th>
<th>Score</th>
<th>Categories Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>B1.1</td>
<td>B1.2</td>
<td>B1.3</td>
<td>B2.1</td>
</tr>
<tr>
<td>1</td>
<td>S1</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>S2</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>S3</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>S4</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>S5</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3 explains the transformation of data in the low, moderate, and high categories into ordinal forms 1, 2, and 3 to facilitate analysis and simplify data pattern recognition.

3. **Mining and analysis**

The mining and analysis process in this study uses the $k$-NN technique assisted by the RapidMiner application. There are four $k$ parameters that were experimented in this study those are $k = 5$, $k = 15$, $k = 25$ and $k = 35$. The value of the parameter $k$ which indicates the highest accuracy indicates the number of data neighbors that are closest to the actual data. The mining process using the help of the RapidMiner application starts from inputting the existing dataset into the application. The prepared dataset consist the students' achievement score in problem solving task accordance with indicators of mathematical decision-making abilities.
For instance B1.1 finding for alternative solutions of the limit value of a function $f(x)$ at point $c$; B1.2 developing alternative solutions of the limit value of a function $f(x)$ at point $c$; B1.3 analyzing alternative solutions of the limit value of a function $f(x)$ at point $c$; B2.1 selecting the best alternative from solutions of the limit value of a function $f(x)$ at point $c$; B2.2 applying the chosen alternative in solving the limit value of a function $f(x)$ at point $c$; and B2.3 evaluating the application of alternative solutions of the limit value of a function $f(x)$ at point $c$.

Then crosscheck the amount of data and attributes to see whether there is missing data. Furthermore, the analysis process for experiment 1 is attained using the parameter value $k = 15$.

The results of the model accuracy shown by RapidMiner for the parameter value $k = 15$ are shown in the Figure 3.
The same procedure is applied, the following model performance values are presented for the parameter values $k = 5$, $k = 25$ and $k = 35$.

(a)

Figure 4. Model accuracy for $k = 5$ (a), $k = 25$ (b) and $k = 35$ (c)

The results of the classification model’s performance accuracy from testing the three $k$ values are summarized in the following Table 4. It contains three columns that describe each $k$ value with the percentage accuracy of the performance model and its accuracy level category. The example for $k = 5$ the calculation shows a performance accuracy of 80.77% and it is at good classification accuracy level.
Based on Table 4, the accuracy of the classification model performance for the values of $k = 25$ and $k = 35$ is in the diagnosis of failure classification according to the accuracy level. It indicates the number of neighboring data is 25 data and 35 data on the classification unable to provide information on the similarity of the data to each other. Meanwhile, the value of $k = 5$ is at a good level and $k = 15$ is at a very good level. It shows that the number of data closeness as much as 5 and 15 capable of deliver an explanation of the similarity of the data close to the actual fact. As explained by Ramaswami et al. (2019) a classification level with high accuracy will be able to provide more precise information regarding the similarity of the characteristics of a data. In a review of education, the results of this study adequate to provide a reference for educators in classifying students based on similar characteristics. In alignment with, Tremblay-Wragg (2021) conveys the classification of students' abilities as the basis for teachers to diversify teaching materials with the aim of increasing the potential for understanding the material.

### Conclusion

Based on data processing and analysis, a parameter value of $k = 15$ was obtained as the closest value for predicting student categories based on the closeness of their mathematical decision-making abilities level. The model's performance accuracy with a parameter value of $k = 15$ reached 93.33%, related to the excellent category. This indicates that a student has mathematical decision-making abilities at a similar level and characteristic, as measured by their proximity or closeness to 15 other students. This neighborhood information serves as a reference for educators in grouping...
students based on their abilities and developing strategies for classroom learning planning. Furthermore, the implications of applying the $k$-NN technique to identify the optimal $k$ parameter value to help improve the prediction of students' mathematical decision-making abilities include: (1) educators and universities can explore factors that support students' mathematical decision-making abilities, (2) optimizing the use of classification and prediction techniques in other mathematical abilities, (3) improving learning approaches to optimize mathematical decision-making abilities, and (4) contributing to the development of predictive models not only to understand students' mathematical abilities but also to facilitate appropriate interventions.

Some research recommendations include diversifying classification and prediction methods in the field of mathematics education research by utilizing educational data mining approaches, such as $k$-NN, and exploring predictive models to produce more accurate results for tailored interventions.
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